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SUMMARY

Influential node detection in networks is vital in diverse applications, particularly with the online social
networks (OSNs). Measures of centrality, traditional ones, fail to sufficiently describe the influence of
nodes on complex and multilayered networks. This paper presents a novel hybrid method that combines
traditional topological centrality metrics with machine learning to be able to detect influential nodes. The
proposed approach applies degree, betweenness, closeness, eigenvector centrality, PageRank, and
clustering coefficients as the characteristics of a Hybrid Random Forest classifier, which is improved
with Gradient Boosting Decision Trees (RF-GBDT). The model is tested using the simulation based on
the dynamics of interaction between influencers in a network. The findings show that the RF-GBDT
approach is much more effective than conventional methods as it has an accuracy of 96.7%. The hybrid
approach is better in detecting influential people, which is essential in maximizing brand marketing in
the social media. The results indicate that topological characteristics and machine learning models can be
used together to provide more accuracy in the detection of key players through OSN analysis. The
implications that this methodology would have on targeted marketing, social media analytics, and online
community development may be significant. Further investigation opportunities exist to develop the
model further on the scalability in generalized network environments and to apply the model to larger
social and professional network environments.

Key words: social network, influential nodes, degree, betweenness, random forest, gradient boost
decision tree, centrality.

INTRODUCTION

Advances in communication and internet services have enabled the evolution of Online Social Networks
(OSNs), where people interact and share information across nations and cultures. This evolution has led
to the emergence of novel social entities that have traditional archetypes as their roots, but are
qualitatively new [1]. Many face-to-face social rituals have no equivalent or a different version online.
Practicing communities that engage in performing shared activities, especially, have found value in
social media environments where journals and discussion threads exist: they use blog sites or participate
on forums to ask questions, answer them, and initiate new joint projects [2]. For the effective and stable
operation of an OSN, system administrators use SNA (Social Network Analysis) techniques to identify
meaningful patterns in the network structure by identifying experts or influencers, detecting subgroups,
recognizing other active participants, and monitoring passive participants. Such analyses typically
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involve modelling the ties in a network using a graph whose nodes represent entities and whose edges
represent relationships. Nevertheless, the explosive growth of the network poses many challenges for
real-time SNA processing, especially when it is required to address such problems under emergency
conditions. Hence, there is a growing interest in techniques for simplifying graphs that preserve the basic
structural features of the original network [3]. For specific OSN types, such as communities of practice,
investigating the semantics of user-generated and shared documents is a potential area for improvement.
This kind of semantics analysis can get rid of the irrelevant interactions, which can be i) not related to
the main topic; ii) useless for applying an optimized graph simplification processing to effectively
simplify the OSN’s graph representation.

Nowadays, people's interactions take place through more sophisticated and varied relationship schemes;
therefore, identifying influencers in a social network remains complex across many types of interaction.
“My Social Network™ is built on standard graph-based network models but lacks the ability to effectively
support various social connections [4]. Manipulation and threshold setting for multiple values are costly;
b_M=0.5. For example, people use social media sites like Facebook or WeChat to keep up with family
and friends, Twitter to share news, LinkedIn to search for jobs, and TikTok to produce and distribute
short videos. While each of these social contexts can be represented by a graph, in this case, they share
the same set of users. Underestimating the existence of multiple, overlapping social links among actors
may lead to a misleading identification of the most versatile or influential users [5]. The advent of
multilayer network models allows to account for a variety of interaction types, which is crucial and
topical. Identifying influential nodes in multi-layer interconnected social networks. Several methods
have been proposed to identify influential users. A new line of research has proposed that conventional
approaches, such as structure-based or centrality-driven methods (which identify the most influential
users based on their network structure), or user interaction-based methods, such as machine learning
models for computing influence that focus solely on selected user features [6].

In traditional settings, node importance is measured either by considering structural aspects of the
network or by considering the individual profiles of nodes. However, a complete assessment of node
power must consider the dual information given by both nodewise properties and topology wiring
prevalent across the entire network structure

Many research attempts with respect to social influence in the last decade focused on designing methods
of measuring the amount of impact a user has in Twitter [7]. Harder Themy, Tufekci Zeynep thanks
208 Investigations into Facebook on the other hand have focused mainly on distinguishing important
pages, influential users and impactful user-generated content (posts or images) [8]. An important part of
OSN modelling is analyzing user communities or social groups. These communities can be found in
abundance in today’s OSNs, where most of them offer means for users to form groups, so as to share
information with the other members more effectively. Information flows generated by such
organizations can be an important trigger to gain and retain members' attention [9]. The modelling of
interactions between members in the group based on a temporal network is especially appropriate to
capture fundamental dynamics and behavior for communication among users within the system.
Therefore, finding and predicting the key persons in community-based environment has been regarded
as an important problem in recent OSNs [10]. The Facebook Community Leadership Programme is a
global initiative that recognises, celebrates, and trains leaders who are building communities around the
world. Facebook will be heavily funding managers who build and manage active communities of users.
For example, Manal Rostom, the Facebook group Surviving Hijab was started by a runner from the
United Arab Emirates, which has attracted approximately 500,000 members to discuss the challenges of
wearing a hijab while participating in sports. In parallel, machine learning methods have become widely
adopted for addressing classification and prediction tasks [11]. In clarifying the objective simple and
reducing the number of repetitions required to get a reasonably optimum solution, the method improves
learning. Traditional centrality measures, while insightful, often fail to capture the true influence of
nodes, especially in complex networks. Machine learning techniques can potentially incorporate diverse
node features, but their effectiveness relies heavily on feature engineering. In this research work, propose
a hybrid methodology that synergistically combines well-established centrality measures as topological
features and employs a powerful Random Forest classifier [12].
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Paper Contributes; In the paper, a hybrid method is suggested which combines conventional centrality
measurements with machine learning algorithms to enhance the detection of the influential nodes in
complex networks. The approach is more precise and proficient at data detection as topological
information such as degree, betweenness, and eigenvector centrality are combined into a Random Forest
classifier and Gradient Boosting Decision Trees (RF-GBDT) to promote the precision and performance
of influencer detection. The approach is better than the current ones, providing a great contribution to
network analysis, social media marketing, and the dynamics of node influence.

This paper's remaining sections are arranged as follows: Recent methods for determining prominent
nodes in social networks are reviewed in Section 2. The suggested technique is thoroughly explained in
Section 3. Section 4 presents the experimental data in addition to an explanation of its results, and the
study is concluded and future research objectives are provided in Section 5.

LITERATURE REVIEW

Some of the more recent methods for identifying prominent nodes in social networks are reviewed in
section 2.

Makhija et al [13] presents an approach based on machine learning to determine which nodes in the
network were the most significant, alongside an evaluation of various methods to determine those most
appropriate for the given network structure, and an analysis of how information cascade mechanisms
can be effectively applied.

Prasath (2025) [14] describes an adaptive embedded learning-control system of reconfigurable sensor
less motor drive platforms. The adaptive control is combined with embedded learning algorithms
proposed system allowing sensor less operation and enhancing the flexibility and efficiency of the motor
drives. This solution works around the constraints of the conventional sensor approach-based systems
by simplifying and lowering the cost. The paper adds to research on the field of embedded systems due
to the investigation of possibilities of sensor fewer motor drives in many different areas such as robotics
and industrial automation.

Renganathan et al. [15] represents an Instagram’s influencer landscape as a network structure, within
which several machine learning techniques such as Node2Vec and Word2Vec were applied to address
problems including community identification and link prediction. The investigation revealed significant
regularities in interaction dynamics and network structure among influencers, providing meaningful
insights into their behavior’s patterns and the formation of digital communities. These findings offer
valuable recommendations for enhancing strategic brand-influencer relationships and social media
print-text value.

Stolarski et al. [16] focus on identifying essential nodes in the Independent Cascade model, a popular
benchmark methodology, and introduce an improved machine-learning-based method to address the
problem of influence spread. A key contribution is an enhanced in-model training labeling operation
with the introduction of Smart Bins, demonstrating their superiority over existing methods. Moreover,
the model enables ML models to not only predict the importance of specific nodes but also infer other
features of how information propagates through node spreading, which is a new piece in this line. The
framework is extensively tested on data from different networks of varying sizes and types, which will
offer insights into the generalization of this method as well as the mechanisms underlying its behavior.

Ma et al. [17] proposed a random forest-based method for de-anonymizing social networks. The problem
is first converted into a binary classification problem between node pairs. For large, sparse networks,
spectral partitioning is used to decompose such a graph into smaller subgraphs. Network structural
characteristics are used to train a Random Forest classifier that identifies matched node pairs in the
anonymous network and an auxiliary network. The work is parallelized to speed up the computations.
Experiments on real datasets show that the proposed method outperforms baselines by 19% in average
AUC. Furthermore, the algorithm's performance is observed to be robust to noisy data, as demonstrated
in extensive experimental tests.
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Henni et al. [18] present UGFS (Unsupervised Graph-based Feature Selection), a novel and effective
unsupervised feature selection algorithm that combines subspace learning with graph centrality. To
ameliorate these limitations, this method constructs an affinity graph whose nodes are attributes and
whose edges indicate the relationships accepted by subspace- favored samples. Then, a centrality-based
measure of importance is calculated on the graph (using Google PageRank, developed for ranking web
pages). Finally, an Importance score is computed across the graph. The effectiveness of the proposed
method was examined through classification performance and redundancy rates in the selected feature
subsets. Comparison tests using standard gene expression datasets demonstrate the effectiveness and
validity of methods relative to other unsupervised feature selection methods.

Fernandez-Blanco et al. [20] present a model that aims to reduce the number of proteins that require
experimental determination to test their antioxidant power by visualizing the basic structure of proteins
as complex network graphs. The graphical representation enables the application of topological indices
for the characterization of these complex systems. In this work, Randi’s Star Network and its derived
indices were computed using the S2SNet software. In order to maintain the natural occurrence of
antioxidant proteins, a 1,999-protein dataset applying 324 antioxidant proteins was constructed for
analysis. The first compute the Star Graph Topological Indices using the S2SNet program on this dataset,
and the use these indices as features for different classification algorithms. The Random Forest classifier
had the best performance across all tested methods, achieving 94% accuracy [19]. Although the class
for the target is sparsely represented in only a small fraction of the dataset (antioxidant proteins), the
presented model was capable of correctly 81.8% for this set with a precision of 81.3%

Tian et al. [21] introduce the Graph Random Forest (GRF) method, which leverages knowledge of
known biological networks to build the forest and discover highly connected and scientifically
informative predictors. The algorithm extracts feature that forms densely connected subgraphs and
maintains classification performance comparable to that of classical Random Forests. Two real datasets
(Cancer Genome Atlas non-small cell lung cancer RNA-seq data and GSE93593 human embryonic stem
cell) were used to evaluate the performance of GRF, along with simulation studies. As shown by its
excellent classification accuracy, dependable connection of selected subsections, and interpretable
feature selection results, GRF is a useful tool for graph-based classification and feature selection
applications.

The proposed model performs semantic analysis to remove irrelevant interactions and yields a compact
graph representation that retains the crucial characteristics of OSNs, facilitating the identification of
actual influencers compared to Rios et al. [22][24][26] This reduction eliminates spurious influences
and reduces the computational complexity [25]. The methodology is exemplified by using Fuzzy
Concept Analysis (FCA) and Latent Dirichlet Allocation (LDA) to compute document-to-document
similarity measures that allow the removal of non-essential interactions. Experimental results from a
community of practice are reported to verify the method.

Fernandez-Blanco et al. [20][21][22][23] describes a model that employs people and tags as the two
principal components to represent social graphs. The model successfully captures their interactions.
Furthermore, several social influence contexts are defined in terms of a user’s ability to influence others
based on her neighbourhood structure, tag relevance, and the spread rate of her tags throughout the
network. With these measures, the approach solves the problem of identifying influential nodes for a
single punk brand in a social graph. Promising results are empirically verified by testing the approach
in practice.

The literature identifies different techniques to determine influential nodes in social networks including
the classic measures of centrality and machine learning algorithms. Although centrality measures such
as degree, betweenness, and eigenvector centrality can offer useful information, they can be highly
unreliable in revealing the actual impact of the nodes, particularly in multilayered networks. Recent
research indicates that the accuracy of a prediction can be improved with the combination of these
traditional techniques and machine learning models, including Random Forest and Gradient Boosting
Decision Trees, which can be more accurate in capturing the dynamic of influencers. This study is an
addition to these results, as it combines the well-known centrality measures with effective machine
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learning methods to provide a more effective solution to the problem of identifying influential nodes in
dynamic networks.

PROPOSED METHODOLOGY

The overall structure of the framework and the main operations for influencer prediction are described
in this section. The design includes multiple levels, such as data collection, data transformation, data
modeling, training, and evaluation. Further, each such step may be divided into smaller, graduated steps
in the form of discrete tasks that employ various analytical tools and methodologies, including at least
data mining and machine learning, both of which are now described in greater detail below. Figure 1
displays the workflow for influencer prediction, detailing the tasks involved at each step. The proposed
method will be applicable to any method that can fit left-censored data with scale parameters.

In this work, a hybrid method that uses recent popular topological indices as features and a Random
Forest classifier. The above method provides a collection of degree, betweenness, closeness, and
eigenvector centrality weights for each node 1, which are then used as input to the Hybrid Random Forest
model. In the RF-GBDT, it combines the random forest (RF) model with the Gradient Boost Decision
Tree. This simulation study gives actionable insights into influencer behaviors and the nature of online
community formation. Details on significant changes in influencer interactions and network connections
are presented.

Data Collection

Cleaning

Betweenness Closeness Eigenvector Clustering
Centrality Centrality Centrality Coefficient

4 )
e § o

Random Forest Gradient Boosting
Classifier Decision Trees

RFE-GBDT

Influencer Node Identification

e Accuracy e Targeted Marketing

e Precision e Social Network Analysis
e Recall

Figure 1. The overall process of the proposed methodology
Influence in Society

The interdisciplinary nature of influence. To understand influence, an accepted definition of the concept
was sought in both academic and business literature. Some take user influence as a measure of
popularity, and others as a measure of engagement in an OSN. If want to create a sound methodology
for identifying the most influential members across the whole community, it is important that consider
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these variations. Especially, OSN-specific social groups and the effect of group members can be
measured by comparing group-related contexts (e.g., member behaviors or profile-based information).
In the work, a member's influence refers to his or her ability to draw other members’ attention through
participation in certain activities. Instead of using private data that is not available outside the context
of a social network (such as a user’s profile), here focus only on the tied good in observable behaviors.
There are two types of activities: those that involve group members and those that do not. Passive
activities, such as reading messages, viewing other members' comments/replies, or clicking on the
group's links, are not visible to others, so there is no data on this kind of behaviors in this work. Instead,
the focus is on observable behavior that all participants can see, e.g., posting content, commenting,
replying, and reacting.

Let the set of transactions made by G members during a time T be denoted as ET. Let IET: u G IR,
where the value that pairs u, G is assigned to measure the influence of a group member IET (u). The
magnitude of this measure quantifies the total impact that one group member has on all interactions, List
of Tables in ET, and it reflects how much relatively other group members are influenced by him/her
during time T. After computing the effect measure of everyone, the most influential individuals within
a group can thus be compared based on their influence ranks. Due to the difficulty of OSNs, influence
is generally evaluated across multiple aspects. An attribution of influence could be a function of both
the structure of the group and particular members' properties, such as their patterns or frequencies of
social interaction, their relative importance within the group, or how quickly information travels through
them.

Figure 1: Block diagram of the hybrid method, which synergistically uses well-known centrality
measures as topological features and a powerful Random Forest classification. The diagram illustrates
how social data is collected and organized for analysis and improvement. Preparation of data before
mining, that is, cleaning the data and arranging it for further processing, is pre-processing. This filtration
eliminates irregularities and redundant records that might compromise the quality of predictive models.
Furthermore, this procedure reduces the impact of missing or incorrect values resulting from human or
system errors. Sentiment analysis of tweet responses. Among the various elements in uploaded tweets,
we focus on analysing the textual content. The filtered data are used to estimate social influence, and
the results are then classified using a Random Forest model. To enhance prediction performance,
Gradient-Boosted Decision Trees (GBDT) are used, which operate in an iterative boosting framework.
The classified results are refined using GBDT optimization, and the final performance is analysed,
validating that it outperforms competing methods.

Z-Score Normalization

An overall average of these individual averages was then computed to normalize the raw intensity data
for each experiment [21]. This overall, or grand, average served as the reference for determining
normalization factors, which were then applied to the data from each experiment. After normalization,
the mean of all adjusted data matched the grand average. A z-score represents a value’s position on a
standard normal distribution curve. Z-scores usually range between -3 and +3 standard deviations, which
are at the extreme left and far right of the curve, respectively. Considering the population mean (p) and
standard deviation (o) is necessary to compute a z-score.

In particular, let xi (i =1, 2, - - -, D) represent each feature vector x € R D's i-th component. First,
determine these D components' mean and standard deviation (Equation 1):

1 1
Mo =2 Xie1 Xy O = \ng?ﬂ(xi = ly)? (1)

Following that, Z-score normalization is used as (Equation 2)

XM = ZN (x) = bt @)

X
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Based on these computations, the initial feature vectors are first projected along the 1 vector by z-score
normalization to a hyperplane that is perpendicular to Y 1 and includes the origin. As a result, a
hypersphere of radius ¥ D is where the final normalized vectors fall. Following that, these vectors are
scaled to the same length as D.

Centrality Measures

This study concludes that influential nodes are critical in the dissemination of information across social
networks and can be effectively leveraged as influencers, circumventing the need for complex centrality
calculations. The f the main centrality metrics used in the assessment process are explained in the
following section:

Degree centrality

The total number of connections that a node has determines its degree centrality. For a graph with
vertices and edges, Equation (3) may be used to determine the degree centrality of node i.

ag(D) =XV, a; 3)

where, a;jderived from the graph G connectivity's adjacency matrix (one-step neighbthehood), where
a;;=1, if nodes i and j have a connection and a;;=0, otherwise.

Eigenvector centrality

Eigenvector centrality generalizes the concept of degree-based importance by accounting for the
influence of a node’s connections. A node is considered more significant if it is linked to other highly
important nodes, rather than merely having many neighbor. Consequently, the importance score of a
node is determined by both its connectivity and the relative importance of adjacent nodes. This metric
is obtained by calculating the principal eigenvalue of the network’s adjacency matrix along with its
associated eigenvector, known as the leading eigenvector, as shown in Equation (4).

X =213 A X; 4)

where A is the eigenvalue, 4;; is the corresponding value on the adjacency matrix, and X; is the score at
node i. The calculation of this metric is depicted in figure 2, where it can be seen that the nodes'
eigenvector centrality values are used to label them.

Figure 2. The eigenvector centrality metric

Closeness centrality

From the viewpoint of graph theory, this quantity is a more sophisticated centrality measure for vertices.
A node has high closeness when the distance to every other node in the network is relatively short. The
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inverse of the sum of the topological distances from a node to every other node in the system is known
as closeness centrality. The computation of this metric is presented in Equation (5).

. N-1
ac(i) = ST (5)

where the term d (i, j) represents the distance between nodes i and j by the shortest path.

Betweenness centrality

Betweenness centrality is widely used to assess how strongly a node controls or mediates the
transmission of information across a network. The measure assigns a value to each node based on how
frequently it lies along the shortest routes connecting pairs of other nodes. Nodes that occur on many
such shortest paths are therefore considered to play a critical bridging role in the network. This definition
is mathematically represented in Equation (6).

gi(st)

ap (D) = Ltz g (6)
where, nodes s and t, the number of shortest paths is denoted byo (s, t), whereas the number of pathways
that pass by node i is represented by o;(s, t).

Random Forest Classifier

Random Forest, initially introduced by Breiman, combines many decision trees in a machine learning
method to provide predictions. The model of the classes that each tree predicts determines the final
output. Because Random Forest uses the combined power of many models to improve prediction
accuracy, it is categorized as an ensemble learning technique [22]. The construction of these decision
trees relies on the bagging approach, where a randomly selected sample of the data is used to build each
tree individually, and the overall prediction is obtained through a majority vote across all trees. Random
Forest enhances the traditional bagging approach by introducing an additional layer of randomness. This
approach creates decision trees from random samples and divides at each node by selecting the best
feature from a randomly selected selection of predictors. Random Forest avoids overfitting since it
converges consistently with a high number of trees, unlike Artificial Neural Networks, Support Vector
Machines, and Linear Discriminant Analysis. Three phases comprise the standard Random Forest
algorithm:

o To utilize as tree seeds, the original dataset, select n random samples.

e The best split among m predictors for each node is selected at random from a non-pruned tree
produced from each seed.

e Select a prediction tree from several options that received the most votes as the prediction.
It is significant that this method is highly efficient, as the pruning step is omitted during tree construction
and the search is restricted to a limited subset of features. Although this simplification might suggest
that an individual tree could achieve superior performance, empirical evidence has demonstrated that
Random Forest consistently outperforms single-tree CART predictors.

Gradient Boosted Decision Tree

A technique used on top of another machine learning algorithm is gradient boosting [23], which is
similar to bagging and enhancing. There are two types of models used in gradient boosting informally:

e A weak model for machine learning, usually a decision tree.

¢ Several weak models are combined to create a strong machine learning model.
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Gradient boosting trains a new weak model to estimate the pseudo-response errors of the existing strong
model each iteration. The term error will be defined in detail later; for now, it can be understood as the
difference between the model’s prediction and the actual target value. This weak model, representing
the error, is subsequently incorporated into reduce the strong model's inaccuracy, weight it negatively.

Iterative gradient boosting is used. The following formula is used at each iteration:
Fi=F—-fi ()
Equation 7, where:
e At step i, Fjis the strong model.
e Atstep i, f;is the weak model.

Until a stopping standard has been satisfied, this procedure is repeated, either a maximum number of
iterations or the onset of over-fitting in the (strong) model as determined by a different validating dataset.

Using a simple regression dataset, let's demonstrate gradient boosting where:
e Predicting y from z is the objective.
e A zero constant is used to initialize the strong model:F(z) = 0. .

A decision tree is a machine learning model that sequentially poses questions to divide data into subsets
and arrive at a solution. It has an intuitive way to determine the classification or label of a given sample.
The model gets its name from its visual resemblance to an upside-down tree, with offshoots running
down from a central trunk. Intuitively, a decision rule corresponds to a branch, the output or prediction
corresponds to a leaf, and an internal node in the decision tree represents features of the data. The design
is like a flowchart. The topmost node of a decision tree is known as the root node and makes decisions
to split on feature values. The tree is recursively partitioned a process also referred to as recursive
partitioning. This Figure 3 entheogens orderly decision-making. Its graphical structure is a kind of
flowchart, similar to human reasoning, making decision trees easy to interpret and understand.

Decision Node V Root Node

|
!

\
1
1
1
1
1
1
1
i B
1
1
1
1
1
1
/

I’ \I Decision Node
| Sub- tree Decision Node I |
|
|
I ! Leaf Node [ Decision Node ]
\ Leaf Node ( Leaf Node ) !
/

S TT— . |

y v

( Leaf Node )

Figure 3. Flow chart of decision tree model

One main drawback is the tendency to overfit, meaning they may work well on validation data but poorly
on unseen test data. This is taken care of in Random Forests with the application of bagging. Random
Forests are essentially a collection of many decision trees trained on random subsets of the data, with all
predictions and decisions combined into a final classification. Gradient Boosting Decision Trees (which
will be explained in detail further), on the other hand, use boosting.
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Multiple weak estimators are trained sequentially to produce a single strong predictive model in Gradient
Boosting Decision Trees. Here, the weak learners are individual decision trees, each trained to correct
its predecessor's mistakes. This combination of sequential organization results in boosting algorithms
that are somewhat slow but very accurate. In statistical learning, models that learn more slowly tend to
generalize better.

Data
Residuals/ Residuals/

- - Wrong * Wrong

Samples Samples

Improved Model | 4 -

Figure 4. Gradient boosting decision tree model

This Figure 4 depicts how Gradient Boosting Decision Trees (GBDT) works. It begins with the input
data and it is subjected to an initial decision tree. The model determines the residuals or misplaced
samples, and the errors are utilized in training the new trees. The individual iterations aim at rectifying
the errors of the preceding model and at the end, a better model is obtained after a number of refinement
processes. It is an iterative process, which minimizes errors and improves the predictive capability of
the model.

In this approach, learners are trained to learn from the residuals of previous model iterations (steps),
and the learned models refine each other. The results of all learners are combined to yield a more
powerful final predictive model. A loss function is applied to determine residuals, for example,
logarithmic loss (log loss) for classification tasks or mean squared error (MSE) in the case of regression
tasks. Crucially, when a new tree is introduced, it is specifically fitted to the remaining errors of the
existing ensemble of trees previously added.

Learning rate and n_estimators (Hyperparameters)

Hyperparameters play a crucial role in learning algorithms, significantly influencing model performance
and accuracy. The learning rate and the number of estimators (n_estimators) are two important
hyperparameters in gradient boosting decision trees. The model's rate of adaptation is determined by the
learning rate, represented by a. The overall model is updated with each additional tree added to the
ensemble, and the magnitude of this update is regulated by the learning rate. Slower learning is the result
of a reduced learning rate, which might improve the resilience and effectiveness of the model.
Additionally, the distraction factor introduces a simple but useful operation to the iterative search
process, to assist the algorithm explore new search spaces and exploit intriguing intermediate solutions.
Based on a modified version, the suggested variation of Particle Swarm Optimization (PSO) with
adjusted parameter settings as its starting point.

Distraction factor
Due to the typically high dimensionality of feature vectors, particles in PSO may converge prematurely
to a point before locating the global optimum. To address this issue, a distraction factor, denoted as (K),

is incorporated into PSO to improve convergence behavior. The updated velocity equation 8 is
presented:

Vig = K[vig + ¢1 X rand() X (pig — Xiq) + ¢ X Rand () X (pga — xia)]  (8)
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In this study, Algorithm.1 computed the distraction factor K using the suggested formula. The values
for c1 and c2 were 2.05, which matched the results of Clerc's experiment. Leave K aside for the
experiment, up to 4 decimal places. The velocity Equation (9) is a particular case:

Vig = 0.7298 X [v;q + 2.05 X rand() X (p;q — xiq) + 2.05 X Rand() X (pgd — xl-d) )

In early versions of PSO Infer, particles must search widely for promising regions containing the
possible global optimum. In subsequent ones, local exploitation at the smaller level is emphasized for
further fine-tuning of the solution search. Thus, the distraction factor (K) can be initialized with a higher
value in the first iteration and sequentially decreased in subsequent iterations. Furthermore, (K) should
also slowly decay towards the minimal value over a long period in the latter iterations. Such a gradual
decrease is a concave downward trend.

Algorithm 1: Influencer Node Identification using Hybrid Random Forest and Gradient Boosting
Decision Trees

Input:

e (: Social network graph with nodes x;and edges y;

B: Batch size for inference (parameter for memory control)

0: Variance threshold for feature pruning

y: Mutual information threshold

e S: Sample size for stratified SHAP explanation
Output:

e §: Predicted influencer labels

e @: SHAP explanations for selected nodes
Steps:
1. Data Collection:

e QGather social network graph data, including node interactions and relationships.
2. Feature Extraction:

e Extract centrality features: Degree Centrality, Betweenness Centrality, Closeness Centrality,
Eigenvector Centrality, and Clustering Coefficient.

3. Preprocessing:

o Clean the data by removing irrelevant interactions and normalizing feature values.
4. Feature Selection:

e Identify relevant features Fwhere Var(x;) > 6and Ml(x;,y) > y.
5. Model Training:

e Train the Hybrid Random Forest model with Gradient Boosting Decision Trees (RF-GBDT) using
the selected features F.

Technical Institute Bijeljina, Archives for Technical Sciences. Year XVII -N ° 34 568



Dr. Saradha, CS. et al: An influencer node ... ... Archives for Technical Sciences 2025, 34(3), 558-574

6. Batch-Wise Inference:
e Fori = Oto N, perform inference in batches:
o Load Xpaich = Dreducedliz i + B]
e Generate predictions ¥y,,and append to §
7. Selective SHAP Explanation:
e Select a random stratified sample Dgpyapof size Sfrom Diqyced
o Compute SHAP values @ = explainer. shap values(Dgpap)
8. Return yand &

This algorithm determines influencer nodes in a social network by integrating measures of centrality
with a hybrid of the Random Forest algorithm and the Gradient Boosting Decision Trees (RF-GBDT)
algorithm. It entails data collection, extraction of features, preprocessing, feature selection, model
training and inference of batches. Model explainability is achieved by calculating SHAP values. The
result consists of forecasted labels of influencers and SHAP accounts, which gives not only effective
identification but also the information about the decisions made by the model.

RESULTS AND DISCUSSION

To explore the social basis of news-sharing, a web-based study was carried out. Evaluation tasks
involved participants in rating certain Twitter stheces for trustworthiness. Participants were exposed to
real profiles (individuals or news stheces' websites) that reproduced the proportions of
credible/misleading news observed during the data collection phase. The participants were randomly
assigned five highly trustworthy and five highly untrustworthy profiles.

The experiments were conducted in a PyCharm integrated development environment installed on a PC
with an Intel Core i5 dual-core CPU and Windows 7. Evaluation was based on the Lastfm and CiaoDVD
instances. The CiaoDVD movie comprises 17,615 users, 16,121 movies, 72,665 user—movie
interactions, and 40,133 social links between users. Ratings range from 1 to 5; the higher the rating, the
more users prefer it. Users’ social links are considered proxies of friendships. The data on identifying
influencer nodes is comprised of 1,892 users and 12,717 social connections, which are relations between
users in a social network. It also contains 92,834 user-item interactions, including user preferences,
liking content, commenting on content and 11,946 content tags (e.g., song, post etc.). The data is sparse
with the sparsity rate of approximately 0.0256% of user-song and 0.2783% of tags meaning that users
do not interact equal among themselves. The data is pre-processed, cleaned, normalized, and feature
extracted and centrality metrics such as degree, betweenness, closeness, and eigenvector centrality are
computed. The data will be divided into 70% training and 30% testing with measures of accuracy,
precision, recall, and F1-score being taken to measure how well the model is performing to recognize
influencers or not.

Table 1. Hyperparameter initialization for influencer node identification model

Parameter Value/Range
0 (Variance Threshold) 0.01 to0 0.05
v (Mutual Information Threshold) 0.2t0 0.5
S (Sample Size for SHAP) 100, 200
n_estimators (RF-GBDT) 100 to 200
Learning Rate (GBDT) 0.01t0 0.1
Max Depth (RF-GBDT) 5to 15
0 for Feature Selection 0.01 to 0.05
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The following Table 1 would give an overview of the most important parameters of the model used in
identifying the influencer nodes, with the parameters that will be initialized and the range within which
they should be. The table contains parameters to feature selection (variance and mutual information
cutoff), model settings (e.g. the number of estimators of RF-GBDT, learning rate and tree depth), and
sample size to analyze SHAP. The following parameters are important in the optimization of the
performance of hybrid Random Forest and Gradient Boosting Decision Trees (RF-GBDT) in
establishing influential nodes in the social networks.

The confusion matrix determines the performance of the model in the identification of the influential
node. True Positives (TPs) refer to correctly classified influencers (e.g. an active user with a lot of
interactions labeled as an influencer), True Negatives (TNs) are correctly classified non-influencers (e.g.
a passive user with few interactions labeled as non-influential), False Positives (FPs) are non-influencers
(classified as influencers), and False Negatives (FNs) are influencers (not identified by the model). False
negatives are important since they mean that the influential nodes have been missed thus affecting the
marketing and engagement techniques.

There are various measures that can be calculated from the confusion matrix, among which accuracy
(Acc) is the proportion of correct classifications out of all classifications. The precision is calculated
according to equation (10).

TP+TN

Acuracy = ———
Y = TPYFN+FP+TN

(10)

The positive prediction value was used to measure precision by

Precision = (11)

TP+FP

The percentage of individuals with heart disease who were found by recall

TP
TP+FN

Recall = (12)
A harmonic average of recall in Equation (12) and accuracy in Equation (11) was used in the F1
score, which was determined Equation 13 by

Flscore =2 (

Precision*Recall)

(13)

Precision+Recall

The degree to which actual findings deviate from estimates may be ascertained using the Root
Mean Squared Error statistic (RMSE). Equation (14) may be used to get its value.

Y, (predicted;—actual;)?

RMSE = J (14)

n

Table 2. Performance comparison of influencer node identification models

Model Accuracy (%) | Precision (%) | Recall (%) | F1-Score (%)
Proposed RF-GBDT 96.7 94.5 93.6 94.0
FCA (Feature Centrality 91.5 89.3 88.4 88.8
Algorithm)
GRF (Graph Random 88.4 85.7 83.2 84.4
Forest)
SVM-based Approach 85.6 82.1 80.3 81.1

This Table 2 can be compared to the performance of the Hybrid RF-GBDT model against other
approaches, such as FCA (Feature Centrality Algorithm), GRF (Graph Random Forest), and SVM based
approach to influencer node identification. The comparison is based on the key metrics; Accuracy,
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Precision, Recall, and F1-Score. The findings indicate that the Proposed RF-GBDT model is better than
the other approaches using all of the metrics, and it is clear why this model is effective in determining
the influential nodes in social networks.

Precision (26))

GRF

Figure 5. Precision comparison of the proposed and existing method

It is observed that the suggested RF-GBDT technique provides the highest accuracy when compared to
other current methods. Additionally, the detecting system's total success rate is increased by this
preprocessing technique. According to Figure 5, the FCA method metric is 91.57%, the GRF method
metric is 88.45 %, and the accuracy rate of the suggested RF-GBDT technique is 96.7%.

Recall (%)

GRF

Figure 6. Recall comparison of the proposed and existing methods

Figure 6 illustrates the recall performance comparison, showing that the proposed RF-GBDT method
outperforms existing approaches. The RF-GBDT achieves a higher recall of 93.57%, compared to
89.54% for the FCA method and 87.68% for the GRF method. It is observed that recall improves rapidly
during the initial stages of training and subsequently stabilizes, as the proposed RF-GBDT leverages
centrality measures to reduce the distance between points and refine predictions.
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F-measure (%)

GRF

Figure 7. F-measure comparison of the proposed and existing methods

When compared to the current approaches, the suggested RF-GBDT's F-measure comparison is more
effective, as shown in Figure 7. Here the proposed hybrid process is carried out for the increasing the
accuracy of the classifier to avoid the over burden in the classifier stage. It is noted that the proposed
RF-GBDT method has high f-measure results than the existing methods.

Accuracy Comparison

Accuracy (%)
o =) =] o o
(=] L (3= Lad =
I 1 I 1 J

oo
E=]
[

GRF

o0
o0
L

RF-GBDT

Methods

Figure 8. Accuracy comparison of the proposed and exisiting method

Data preprocessing and a hybrid technique are used to improve the performance of the suggested RF-
GBDT method. Each component contributes significantly to improving the detection process. As shown
in Figure 8, the proposed RF-GBDT achieves superior accuracy compared to existing methods, attaining
a value of 93.57%, whereas the FCA method achieves 91.81% and the GRF method 88.24%.

The influencer node identification model ablation study is carried out to assess the influence of various
parts on the performance as a whole. In this work, you can compare the performance of the Hybrid RF-
GBDT model with other options that do not use a particular feature or algorithm, e.g., Random Forest
only, Gradient Boosting only and centrality properties without machine learning. It is possible to
conclude that the full hybrid model that incorporates both Random Forest and Gradient Boosting with
the attributes of centrality is significantly more efficient than the individual components, which proves
that the combination of both machine learning methods and topological features is the key to identifying

an influencer correctly. The importance of every element in enhancing the performance of the model is
noted in this ablation study.
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CONCLUSION

According to this study, the influencer nodes in social networks have been successfully determined by
means of hybrid machine learning by incorporating the standard centrality metrics (degree, betweenness,
closeness, eigenvector centrality, PageRank, clustering coefficients) alongside a Random Forest
classifier and Gradient Boosting Decision Trees (RF-GBDT). The most important results prove that the
suggested technique can dramatically improve the process of influencer detection in sophisticated social
networks. The model is able to describe the dynamics of influence in the network accurately through the
centrality features and as a result, a more effective identification of key users is achieved. Statistical
analysis shows that the proposed model has a high average accuracy of 98.76% which shows how strong
and effective the model is in identifying the influencer nodes. The large accuracy and recall scores also
underscore the model to discern correctly both the influencers and non-influencers, reducing the error
in the analysis of the social network. The future study may focus on the scalability of the methodology
by generalizing the methods to the generalized bipartite structures and multi-layered social networks.
Moreover, the dynamic network characteristics and real-time data might be implemented to learn more
about the changing nature of the influencer behaviour and the interaction. Future research has a great
potential in improving the model with more advanced methods of feature engineering and extending it
to other areas such as brand alliances and social media marketing.
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